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cells in a hole are filled in. The agent knows ahead of time how valuable the hole is and its over­
all goal is to score as many points as possible by filling in holes. For sake of simplicity, we have 
omitted this criteria of hole capacity and score. In this way, the goal of the agent becomes to 
push all tiles as quickly as possible into the holes. 

Manderick et al. [2] have studied emergent of cooperative behavior in the tileworlds in figure l 
through Genetic Programming (GP) and they have adopted the same simplification with regard to 
the hole's unlimíted capacity and no scoring by the agent. The situation depicted in the TWl can 
be used to illustrate a case where cooperation is needed to achieve the goal effectively. It would 
take more movements for agents Ao or A1 to perform the entire task on their own than it would if 
they worked together. The former needs 17 movements assuming A1 is not on its way, and the 
latter needs 16 movements 1. If the agents cooperate with each other the task will take them the 
mínimum number ofmovements (i.e. 12) in each one ofthe both cases TWI e TW2. 
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. ' Figure 1 - The lnítíal State ofthe Tileworlds TWI (left) and TW2 (right) 

This paper starts by introducing Manderick et al.' s genetic programming for the Tileworld. Then 
the reactive agent modeling for the same Tileworld is presented. Finally, we discuss the results 
we obtained. 

2. Genetic Programming for the Tileworld 

Since the beginning of the 70s, algorithms based on metaphors of sorne natural evolution proc­
esses of 1iving creatures have been suggested for the resolution of problems. Genetic Algorithms 
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The agent A1's movements, assuming the origin (row O, column O) at up left comer, are: (5,6), (4,6), (3,6), 
(2,6), (3,6), (3,5), (3,4), (4,4), (4,3), (3,3), (3,2), (2,2), (2,3), (1,3), (1,4), (1,5), (1,6) 
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Where: 
Bonus, Speed and CTare parameters whose values are, respectively 3000, 80 and 100, in order to 
meet the three conditions above; 
ft is the number oftiles pushed into the holes; 
Eva!= 50 is the fixed limit of time steps given to the agents to finish the task; 
t F is the time steps required to push all tiles into the holes. It is the same as Eva! if the task is not 
completed; 
LTis the set oftiles not pushed into holes; 
d is the distance function; 
og(t), cr(t) and nr(t) are the original position, the current position, and the position of the nearest 
hole to tile t, respectively. 

These authors have consídered three different breeding strategies to evolutionary cooperative 
behavior in the Tileworld through GP: homogeneous, heterogeneous, and the co-evolutiona:ry 
breeding strategy. 

One population of 1024 single behaviors evolves in the homogeneous breeding strategy. The 
agents execute a single behavior and this determines the effectiveness of the MAS. The resulting 
behavior may va:ry from agent to agent, since each agent's local environment is different, e.g. the 
nearest ti le or the nearest hole might be different for different agents. Each member of the popu­
lation represents a single behavior which corresponds to a GP tree and is evaluated by allowing 
all agents to execute the corresponding behavior and then taking their fitness val ues into account. 

Once again, one population of 1024 individuals is evolved in the heterogeneous breeding strat­
egy but now each member specifies a series ofbehaviors, namely one for each agent in the MAS. 
Each member of the population is a multi-branched GP tree with one branch for each agent in the 
MAS. Each agent executes its corresponding behavior in the series and job specialization among 
agents can occur. Crossover is restricted to corresponding branch pairs, during breeding. Each 
member of the population is evaluated by allowing each agent to execute its corresponding 
branch and then taking its fitness value into account. 

Now the population is divided in subpopulations, one for each agent in the MAS. In this way, 
multiple subpopulations of single behaviors are evolved, one for each agent. A MAS is set up by 
selecting a behavior for each agent from its corresponding subpopulation. Manderick at al. point 
that now there is a problem of credit assignment because we know the effectiveness of the MAS 
as a whole and we now need to find a way to determine the relative contribution of each individ­
ual behavior since it is this that will determine which behaviors are selected from the subpopula­
tions. They have solved this problem by randomly choosing the agents' behavior for the initial 
generation and then combine the best behaviors then evolved up to that moment in each Agent­
type subpopulation, in later generations. In order to provide useful behavioral building blocks for 
the agents, the inítial population of 1024 individuals is divided in N+ 1 subpopulations, where N 
is the number of agents in the MAS. One subpopulation, called Homo-type, evolves a program 
under the homogeneous strategy. The N other subpopulations, called Agent-type, evolve a spe­
cialized program for a particular agent. At each generation, M = 1 O individuals from the Homo­
type subpopulation emigrate to the Agent-type subpopulation. The best behavior evolved up to 

932 



--

v,ras 



movement 



rmnumzes 
an 

to acHons as 
ones • 

100 
90 
80 
70 
60 
50 

30 
20 
JO ~: ---1":' _- ~- -+-- _-='r- --{~ 

o 
o 200 400 600 800 

· e.l2 

2- m 



_58 

. ,. 
45"+-------,~--~-r--~----,-·-----~--------~----~,------~----~----~-r~---, 

o 8,2 _Ó~4 0~6 ·. !J,8 . 1 
".It"-"ation ·Limit (Thousand) 

3 - in the 

936 



a 


